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A B S T R A C T

In the well-established fractal scheme, the fractal dimension (𝐷) is a central indicator of the complexity of
fractal features. The 𝐷 values of non-fractal signals and surfaces are 1 and 2, respectively, while there can
be varieties in their complexities. In this study, the scaling characteristics of root-mean-squared roughness
could exhibit a continuous variation transcending the boundary between fractal and non-fractal by using the
roughness scaling extraction (RSE) method proposed in previous study, and an universal indicator (𝐻RSE, Hurst
exponent calculated by RSE method) to quantify the complexity of both fractal and non-fractal features is
demonstrated. The actual signals (milling vibration) and surfaces (silver thin films) together with the artificial
ones generated through Weierstrass–Mandelbrot (W–M) function were analyzed. Within the fractal scope, the
calculated results with RSE method could be close to the ideal 𝐷 values of W–M function with an accuracy
higher than those of the traditional fractal methods (including Box-Counting, Higuchi, Katz, power spectral
density, structure function, and autocorrelation function methods). For the non-fractal features, the complexity
could also be quantified effectively by 𝐻RSE. Chatter could be recognize by 𝐻RSE of milling vibration signals,
because it was larger than 1, from 0.5 to 1, and less than 0.5 in idling, stable milling and chatter milling states,
respectively; For thin film surfaces, 𝐻RSE increased monotonically from 0.79 to 1.32 along with 𝑆𝑞 increasing,
indicating a strong positive correlation. The findings indicated that the scaling analysis could be utilized for
both fractal and non-fractal features, which would be beneficial for various engineering applications.
1. Introduction

Fractals have been widely applied in various fields, such as botany
[1,2], biology [3,4], material [5] and hydromechanics [6,7] for decades
since their introduction [8]. Fractals are regarded as an effective tool
for studying the nonlinear and irregular geometry in mathematics and
nature [9], and it is the most beautiful flower blooming from elemen-
tary mathematics and has a significant effect in engineering. Fractal
dimension (𝐷) is the core evaluation parameter of fractals [10,11] and
could be used to evaluate the complexity of signals and surfaces in the
fractal region. A fractal is a shape formed by parts similar to the whole
in some way [9], indicating that the fractal has self-similarity and self-
affinity properties. The multi-scale characteristics for surface roughness
could be represented by fractal geometry because the actual surface has
the self-affinity property [12,13]. The power-law relationship between
surface roughness and 𝐷 could be expressed: 𝑅𝑞 = 𝐴𝐿𝐻 = 𝐴𝐿2−𝐷, 𝑆𝑞 =
𝐴𝐿𝐻 = 𝐴𝐿3−𝐷, where 𝑅𝑞 and 𝑆𝑞 are the root mean square roughness of
the profile and surface under scale 𝐿, respectively; 𝐴 is the value of the
root mean square roughness when 𝐿 = 1; and 𝐻 is the Hurst exponent.

∗ Corresponding author.
E-mail address: feng.feng@sz.tsinghua.edu.cn (F. Feng).

The multi-scale characteristic relationship between roughness and scale
also exists for signals.

The irregularity and complexity of a waveform of time series could
be quantified by the 𝐷, enabling its wide application in the signal
analysis. For example, fractal analysis has been applied in the medi-
cal signals [14], such as accurately analyzing electroencephalography
(EEG) signals for the automatic detection of epileptic seizures, ob-
taining authoritative diagnostic information for epilepsy [15], and
electrocardiogram (ECG) data compression [16]. Fractal analysis also
plays a significant role in machining vibration signals. Meanwhile, 𝐷
could continuously monitor milling tool wear based on the vibration
signals of the spindle [17], and monitor the processing state of the
milling process. Thus, the chatter could be timely detected [18].

Fractal analysis is also widely adopted in surface topography. There
are no perfectly smooth or flat surfaces, while most surfaces (such as
engineering surfaces and thin films) are rather rough when viewed
microscopically. Measurements on a variety of machined surfaces and
thin films have shown that the surface topographies are multi-scale,
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random, and hard to be measured. Nevertheless, 𝐷 could character-
ize and simulate these rough surfaces [12]. 𝐷 could characterize the
egularity and fragmental property of machined surfaces [19], and it
as great influences on the thermal contact conductance of two rough
urfaces in contact. The surface topography of nanocomposite thin
ilms could be characterized by 𝐷 [20] and the domain walls [21–24].
here have been plenty of publications [12,19,20] where fractal theory
as utilized to characterize and simulate rough surfaces by many
roups. However, the actual surfaces could be significantly different
rom the theoretically fractal surfaces, because the fractal property can
e applied to characterize or simulate an actual surface only within a
ertain extent of investigation scales, i.e. a scaling region. The necessity
o consider the existence and influence of scaling region should also be
oticed in the fractal analysis on both signals and surfaces.

The several commonly used methods for calculating 𝐷 are as fol-
ows: the Box-Counting (BC) [25–27], Higuchi [28], and Katz [29]
ethods for signals; and power spectral density (PSD) [2,20,30], struc-

ure function (SF) [31], and autocorrelation function (ACF) [32] meth-
ds for surfaces. Over the past few years, a new method named rough-
ess scaling extraction (RSE) was proposed to calculate 𝐷 for signals
15,33] and surfaces [34]. The RSE method was found to be more
ccurate than the other methods in the fractal region. 𝐷 ranges between
and 2 and 2 and 3 in terms of the dimensions of signals and surfaces,

espectively. However, the calculated 𝐷 is outside of this range, and
he signals or surfaces are non-fractal, with an 𝐷 of one and two,
espectively [10]. However, the so-called non-fractal signal or surface
ften appears in previous literature and is thought to be miscalculated
nd hard to explain. These supposedly erroneous 𝐷 need to be studied
nd explained for effectively characterizing signals and surfaces. It is
orth noting that the features concerned in this study were surfaces and

ignals, while other cases such as Cantor set (the fractional dimension
an be below 1) were not included in this study. Therefore, the non-
ractal region referred to the cases when 𝐷 < 1 for a signal and 𝐷 < 2

for a surface.
In the previous study, the RSE method could accurately calculate

the 𝐷 not only of the fractal region but also of the non-fractal region,
and the dimensional value continuously varied across the fractal and
non-fractal profiles [33]. This method could also be used to distinguish
the complexity of signals and surfaces. The values in the fractal region
are 𝐷 calculated by all methods. Meanwhile, the values in the non-
fractal region could be defined as the indicator for complexity (𝐻RSE)
calculated by the RSE method. The concept is expanded to include
machining signals (milling vibration signals) and surface analysis (thin
films), and the effect of flattening and planarization on the RSE method
is demonstrated in this study. Evidence confirms that the roughness
scaling characteristics could be summarized with continuity and sat-
urability. Continuity means that the RSE method could theoretically
restore the true input value in the fractal and non-fractal regions,
indicating the corresponding complexity for real signals and surfaces.
Saturability refers to the degree to which a calculation method could
restore the input value of a fractal function. Continuity and saturability
are of great significance to the complexity evaluation of signals and
surfaces in the fractal and non-fractal regions.

The goal of this study is to propose an effective indicator to quantify
the complexity of the signals and surfaces transcending the scope of
fractal. 𝐻RSE is the representative calculated values of RSE method in
this study. Meanwhile, 𝐻RSE is an indicator to quantify the complexity
of both fractal and non-fractal features. 𝐻RSE has a linear relationship
with 𝐷RSE (𝐷 calculated by the RSE method), 𝐻RSE = 2−𝐷RSE (signals)
and 𝐻RSE = 3 − 𝐷RSE (surfaces), in the fractal region; 𝐻RSE has no
relationship with 𝐷RSE, and 𝐷RSE should be one and two for signals
and surfaces, respectively, in the non-fractal region. In this study, the
indicator for complexity of roughness scaling characteristics (𝐻RSE) was
found to be ubiquitous in the fractal and non-fractal regions of signals
and surfaces. A continuous variation of the scaling characteristics was
2

observed across the fractal and non-fractal signals and surfaces, which
could be characterized by using 𝐻RSE values obtained with the RSE
method. Meanwhile, the other fractal methods could not reflect the
complexity of the non-fractal signals and surfaces. The 𝐻RSE could
effectively recognize chatter for milling vibration signals; For thin film
surfaces, a strong positive correlation was between 𝑆𝑞 and 𝐻RSE. The
RSE method has the potential to aid in the better understanding of
nonlinear characteristics in a variety of research fields.

2. Methods and samples

2.1. Calculation methods

2.1.1. For signals
The BC, Higuchi, and Katz, and RSE methods were used to cal-

culate the 𝐷 and 𝐻RSE of signals (the description of these methods
are shown in Appendix A.1.1), respectively. The RSE method was
based on the roughness method [35–37], which was one of the most
effective methods at extracting the fractal properties. The scaling char-
acteristics of roughness was of great significance in the studies in the
fractal field [38–40]. There was an important procedure in RSE method
named flattening, which could provide the capability of quantifying
the complexity of non-fractal features and would be described below.
Accordingly, the RSE method of the signals is divided into RSE-f0,
RSE-f1, RSE-f2 and RSE-f3, which adopt zero-order polynomial (with-
out flattening), first-order polynomial (𝑦𝑓1 = 𝑎𝑥 + 𝑏), second-order
polynomial (𝑦𝑓2 = 𝑎𝑥2 + 𝑏𝑥 + 𝑐), and third-order polynomials (𝑦𝑓3 =
𝑎𝑥3+𝑏𝑥2+ 𝑐𝑥+𝑑) for flattening, respectively. The scaling region with a
fixed slope was required because the 𝑅𝑞−𝐿 curve was not always linear
globally in the RSE method. In the 𝑅𝑞 − 𝐿 curve, the deviation on the
left (at smaller 𝐿) was the drop point, while that on the right (at larger
𝐿) was the corner point. The linear region of the curve between the
drop and the corner points was the scaling region. The scaling region
must be identified to improve the accuracy of the 𝐷 calculation. Thus,
the scaling region recognition method was used.

This method was based on the characteristics of the scaling region
in the curve. First, a seventh-order polynomial 𝑓 (𝑙) was used to fit the
entire curve, and the fitting order 𝑛 of the polynomial selected was an
optimized empirical value. When 𝑛 was larger, the fluctuation of the
fitting curve was severe, compromising the subsequent segmentation of
the curve according to the derivative size; whereas, when 𝑛 was lower,
the curve could not be properly fitted. Second, the first and second
derivatives (𝑓 ′(𝑙) and 𝑓 ′′(𝑙)) of 𝑓 (𝑙) were obtained. Given the linearity
of the scaling region, the corresponding 𝑓 ′(𝑙) should be a constant in the
region, and 𝑓 ′′(𝑙) should be zero. Accordingly, the scaling region was
determined by the first condition of |𝑓 ′′(𝑙)| < 𝛿1. The series of 𝑙 values
in the region was marked as 𝑙𝑖 and the corresponding 𝑓 ′(𝑙) values were
averaged to obtain 𝑓 ′(𝑙𝑖), which was the scope of the region. The second
ondition |(𝑓 ′(𝑙) − 𝑓 ′(𝑙𝑖))∕𝑓 ′(𝑙)| < 𝛿2 should also be considered because

of the frequent fluctuations in the actual curves. 𝐿𝑖 was the obtained
and should be a continuous segment corresponding to the target scaling
region in the 𝑅𝑞 −𝐿 curve. Meanwhile, 𝐿𝑖 should be more than half of
the total series; otherwise, the method was meaningless because the
scaling region should represent the property of the global data. In a
batch of data, the corresponding scaling region and parameters 𝛿1 and
𝛿2 should be fixed. 𝛿1 = 0.1 and 𝛿2 = 0.85 were used to determine the
drop and corner points in the signals.

2.1.2. For surfaces
The PSD (including Jacobs method [2,30,41,42]), SF, and ACF, and

RSE methods were used to calculate the 𝐷 and 𝐻 of the surfaces
(the description are shown in Appendix A.1.2), respectively. The RSE
method’s surface processing could be divided into two types, flattening
[34] and planarization [43]. The surface which the flattening process
aims at is considered to consist of some profiles for the former. By
contrast, the planarization process aims at the surfaces for the latter.
In summary, the planarization processing was: 𝑍 = 𝑍 −𝑍 , where 𝑍
𝑥 𝑝𝑥
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Fig. 1. The typical surfaces of artificial signals and surfaces generated through W–M function with 𝐻i (a) values ranging from 1.8 to 0.2 by Eq. (1), (b) values ranging from 1.8
to 0.2 generated by Eq. (2), the sub-images from non-fractal region were surrounded by red boxes. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
was the original plane, 𝑍𝑝𝑥 was the plane with 𝑥-order planarization,
and 𝑍𝑥 was the processed plane for calculation.

Accordingly, the RSE method for the surfaces was divided into
flattening method (RSE-f0, RSE-f1, RSE-f2, and RSE-f3; the procedure
was the same with signals) and planarization method (RSE-p0, RSE-p1,
RSE-p2, and RSE-p3, which used zero-order without planarization; first-
order planarization: 𝑧𝑝1 = 𝐴1𝑥 + 𝐵1𝑦 + 𝐶1, second-order planarization:
𝑧𝑝2 = 𝐴2𝑥2+𝐵2𝑦2+𝐶2𝑥𝑦+𝐷2𝑥+𝐸2𝑦+𝐹2, and third-order planarization:
𝑧𝑝3 = 𝐴3𝑥3 +𝐵3𝑦3 +𝐶3𝑥𝑦2 +𝐷3𝑦3 +𝐸3𝑥2 +𝐹3𝑥𝑦+𝐺3𝑦2 +𝐻3𝑥+ 𝐼3𝑦+ 𝐽3,
respectively). The same scaling region recognition method (𝛿1 = 0.15,
𝛿2 = 1) was used to identify the scaling region for the 𝑆𝑞 − 𝐿 curve of
surfaces.

2.2. Samples

2.2.1. Artificial samples
Fractal analysis requires the use of fractal functions to investigate

the properties of the calculation method. These functions are continu-
ous and non-differentiable everywhere [44]. Examples of the commonly
used fractal functions are the W–M [12,33,45–51], Takagi [52,53], and
Fractional Brownian functions [54,55]. The W–M function has been
extensively investigated by previous studies and has been widely used
in various fields. Eqs. (1) and (2) are the 1D and 2D forms of W–
M function, respectively. All the artificial signals and surfaces are of
1024 points generated by Eq. (1) and of 512 × 512 points generated
by Eq. (2). Matlab and Python were used for calculation to estimate the
𝐷 and 𝐻RSE. The W–M function was used to describe fractal signals, as
shown in Eq. (1). This function could also be used to describe fractal
surfaces, as shown in Eq. (2).

In Eq. (1), 𝐷 is the ideal dimensional value of the generated signals
that ranged from one to two for 𝐷; 𝑛 is a frequency index; 𝜙𝑛 is a
random phase for preventing the coincidence of different frequencies
at any points of the signal; 𝛾 is a parameter that used to determine
the density of frequencies in the signals, 𝛾 = 1.5; and 𝑀 is the
number of overlapping components, 𝑀 = 200. In Eq. (2), 𝐷 ranges
from two to three for 𝐷; 𝐿 is the length of the surface, 𝐿 = 80 μm;
𝐺 is the fractal roughness, 𝐺 = 0.2 × 10−3 μm; 𝛾 is the density of
frequencies in the profile, 𝛾 = 1.5; 𝑀 is the number of superposed
ridges, 𝑀 = 10; 𝐿𝑠 is the cut-off length, 𝐿𝑠 = 2 × 10−3 μm; 𝜙𝑚𝑛 is
the homogeneously distributed random phase shift; and 𝑛𝑚𝑎𝑥 is the
upper limit of 𝑛, 𝑛𝑚𝑎𝑥 = 𝑖𝑛𝑡[𝑙𝑜𝑔(𝐿∕𝐿𝑠)∕𝑙𝑜𝑔((𝛾))], where 𝑖𝑛𝑡[...] denotes
the maximum integer value of the number in the brackets.

𝑧(𝑥) =
𝑀
∑

𝛾 (𝐷−2)𝑛

[

cos𝜙𝑛 − cos(𝛾𝑛𝑥 + 𝜙𝑛)

]

(1)
3

𝑛=0
𝑧(𝑥, 𝑦) = 𝐿(𝐺
𝐿
)𝐷−2(

𝑙𝑛𝛾
𝑀

)
1
2

𝑀
∑

𝑚=1

𝑛𝑚𝑎𝑥
∑

𝑛=0
𝛾 (𝐷−3)𝑛

×

{

𝑐𝑜𝑠𝜙𝑚𝑛 − 𝑐𝑜𝑠
[ 2𝜋𝛾𝑛(𝑥2 + 𝑦2)

1
2

𝐿
𝑐𝑜𝑠

(

𝑡𝑎𝑛−1
𝑦
𝑥
− 𝜋𝑚

𝑀

)

+ 𝜙𝑚𝑛

]

}

(2)

In Eq. (1), we define: 𝐻i = 2 − 𝐷i; while in Eq. (2), we define:
𝐻i = 2 − 𝐷i. Several non-fractal and fractal signals were generated
as artificial signals by using Eq. (1), where 𝐻i ranged from 1.8 to
0.2 spaced equally. Nine sub-images represent the inputting 𝐻i from
left to right and non-fractal to fractal. Fig. 1(a) shows that the fractal
signals are more complex, and the smaller 𝐻i from the non-fractal
region corresponds to the more complex signals. The typical surfaces of
artificial surfaces were generated by using Eq. (2) with 𝐻i ranging from
1.8 to 0.2 spaced equally. Nine sub-surfaces also represent the inputting
𝐻i from left to right and from non-fractal to fractal. Fig. 1(b) shows
that the fractal surfaces are more complex, and the smaller 𝐻i from
the non-fractal region also corresponds to the more complex surfaces.

2.2.2. Actual samples
The RSE-f2 of the signals and the RSE-p2 of the surfaces were

used to determine the 𝐻RSE of the actual samples to be consistent
with previous studies. Continuous variations across the fractal and non-
fractal regions were also found for the actual signals and surfaces.
The scaling region recognition method is used, as shown in Fig. 2.
Fig. 2(a) and (b) illustrate the typical 𝑅𝑞 − 𝐿 curves with a signal
sample length of 1000 points. Fig. 2(c) and (d) illustrate the typical
𝑆𝑞 − 𝐿 curves with a surface sample range of 512 × 512 points. The
𝐻RSE values of Fig. 2(a), (b), (c), and (d) are 0.896, 1.664, 1.352 and
0.889, respectively. The drop values of the signals were all quite low
and rarely existed, whereas the corner values were approximately 100
and appeared in most signals. The corner values of surfaces had a large
fluctuation, ranging from 100 to 500.

The first series of actual signals noted in this work were the milling
vibration signals of a numerical control machine tool, which was used
in chatter recognition [18,56–62]. The method of obtaining the signals
is shown in Appendix A.2.1. The signals are illustrated in Fig. 3(a),
nine sub-images represent the 𝐻RSE from left to right and from non-
fractal to fractal. The fractal signals are more complex. The smaller
𝐻RSE from the non-fractal region corresponds to the more complex
signals. The 𝐻RSE values of the signals could continuously vary across
one, indicating the existence of continuous variation across the fractal
and non-fractal regions.

The second series of actual surfaces were the surface morphology of
silver thin films, which were used in many fields, such as optical en-

gineering [63] and superconductor sample fabrication. The magnetron



Chaos, Solitons and Fractals: the interdisciplinary journal of Nonlinear Science, and Nonequilibrium and Complex Phenomena 163 (2022) 112556Z. Li et al.
Fig. 2. The typical 𝑅𝑞 −𝐿 curves obtained by 𝐻RSE (a) 0.896 (b) 1.664 with signal sample length of 1000, 𝑆𝑞 −𝐿 curves by 𝐻RSE (c) 1.352 (d) 0.889 with surface sample range
of 512 × 512. The scaling regions obtained by the recognition method were plotted by using red circle symbols.
Fig. 3. The typical images of real signals and surfaces obtained by (a) vibration signals from milling, 𝐻RSE ranging from 1.796 to 0.026, (b) thin films deposited via magnetron
sputtering, 𝐻RSE values ranging from 1.359 to 0.517.
sputtering process and the material are described in Appendix A.2.2,
atomic force microscopy (AFM) was employed to measure the surface
as in the previous literature [64–66]. The surfaces are illustrated in
Fig. 3(b). The nine sub-images represent the 𝐻RSE from left to right
and from non-fractal to fractal. The fractal surfaces are more complex,
and the smaller 𝐻RSE from the non-fractal region corresponds to the
more complex surfaces. The 𝐻RSE values of the surface could also
continuously vary across one.

Based on the above, the continuity existed in the actual signals
and surfaces by using the RSE method. The results showed that the
𝐻RSE was larger than zero. Saturability could be observed in the actual
signals and surfaces. The continuity and saturability illustrated the
characteristic of the RSE method to quantify the complexity in the
actual calculation (whether signals or surfaces). The milling vibration
signals and silver thin films were used to recognize chatter and investi-
gate the relationship between 𝑆𝑞, 𝐻RSE, and 𝑇 . The evidence from the
actual signals and surfaces could illustrate the indicator for complexity
of roughness scaling characteristics.
4

3. Results and discussion

3.1. Chatter recognition

Chatter is a complex self-excited vibration, and its vibration signal
is nonlinear and nonstationary, which has a significant negative effect
on the surface quality [58]. In recent years, a variety of methods have
been proposed to identify and suppress chatter and achieved good
results [18,56,57,59–62]. The 𝐷 is considered to be able to timely and
effectively detect chatter and is important in improving the surface
quality [18]. Accordingly, the 𝐷 was used to recognize chatter on the
basis of the RSE method. The analysis of stable and chatter vibration
signals is illustrated in Fig. 4. The overall signals are demonstrated in
Fig. 4(a) and (b), and the corresponding 𝐻RSE and 𝐷c results calculated
by using the RSE-f2, Higuchi, and BC methods are presented in Fig. 4(c)
and (d), respectively. The fast Fourier transform (FFT) results are shown
in Fig. 4(e) and (f). The length of vibration signals was 10.15625 s,
130,000 points, and the milling process was started at 1.63 s and ended
at 8.93 s. One line from Fig. 4(c) and (d) is consisted of 130 points
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Fig. 4. Milling vibration signals, the corresponding 𝐻RSE, 𝐷c, and FFT results of the stable state: (a), (c), (e) and chatter state: (b), (d), (f), respectively. The FFT results were
calculated under milling process between the two blue lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
(0.01 s), one point of the line was calculated using 1000 signal points.
As shown in Fig. 4(c) and (d), the 𝐻RSE could continuously change
below or above one (i.e., across the fractal and non-fractal regions,
respectively). The FFT results from Fig. 4(e) and (f) showed that the
signal frequency sources were more extensive in chatter state.

The stable signals show that the fluctuation range of the vibration
signals was from −20 m s−2 to 20 m s−2, the vibration was slight, and
the quality of the actual processed surface was great. The approximate
range of the 𝐻RSE was from 0.5 to 2. The 𝐻RSE ranged from 1 to 2 and
0.5 to 1 in the idling and milling processes, respectively, indicating that
the 𝐻RSE could distinguish the unmachined and machined states. The
main difference from the 𝐻RSEs was that the signals of the unmachined
and machined states had varying complexity. The complexity of the
signals of the idling process was low. By contrast, the complexity of the
milling process was relatively high and the corresponding 𝐻RSE could
be less than 1. Meanwhile, the 𝐷cs calculated by using the Higuchi and
BC methods were slightly changed in the idling and milling processes.

The feed rate was the same for stable and chatter milling, and
the experiment setup was not changed for the chatter signals. The
fluctuation range of the signals was from −100 m s−2 to 100 m s−2. The
vibration was particularly strong in the chatter milling that the actual
processed surface quality was poor. The approximate range of the 𝐻RSE
was from 0 to 2.2, and those in the idling and milling processes ranged
from 1 to 2.2 and 0 to 0.5, respectively. In comparison with the 𝐻RSE,
the 𝐷cs calculated by using the Higuchi method were also greatly
changed between the stable and the chatter states, but BC method was
not.

The vibration of the chatter signals is more intense, and the ampli-
tude is higher compared with the stable signals, as shown in Fig. 4(b).
5

The more complex the signals, the larger the 𝐷c. The comparison results
of the 𝐻RSE of the stable and chatter signals and other methods are as
follows: 1. The 𝐻RSE could recognize the idling and milling processes;
the corresponding 𝐻RSE of the idling state was between 1 and 2, and
that of the milling state was less than 1; 2. The 𝐻RSE was more than 0.5
and less than 0.5 in the stable and chatter signals, respectively, which
could help effectively recognizing chatter. Therefore, 𝐻RSE = 0.5 was
the boundary between the stable and the chatter signals.

Based on the above, the 𝐻RSE could recognize effectively chatter.
The 𝐻RSE could be larger than zero, and saturability could be observed
in the vibration signals. The 𝐻RSE was larger than 1, from 0.5 to 1, and
less than 0.5 in the idling, stable, and chatter processes, respectively.
Continuity could also observed in the vibration signals. Meanwhile,
non-fractal signals (𝐻RSE > 1) meant idling process, low complexity;
while fractal signals (𝐻RSE < 1) meant milling process, high complex-
ity. The condition of 𝐻RSE = 0.5 could effectively distinguish the actual
milling state: 𝐻RSE > 0.5, stable; 𝐻RSE < 0.5, chatter. The example of
chatter recognition illustrated the advantage of the transcending 𝐻RSE
in the actual signal calculation.

3.2. Magnetron sputtering deposition

The typical surface morphologies of silver thin films measured by
AFM is shown in Fig. 5. The substrate temperatures are 25 ◦C of
Fig. 5(a) and (b), 100 ◦C of Fig. 5(c) and (d), 200 ◦C of Fig. 5(e), 300
◦C of Fig. 5(f) and (g) and 400 ◦C of Fig. 5(h) and (i). The 𝑆𝑞 values
of the samples are 2.08, 2.02, 6.70, 7.08, 23.82, 33.74, 39. 73, 51.20,
and 41.08 nm with the 𝐻RSE of 0.52, 0.67, 1.10, 1.11, 1.22, 1.23, 1.26,
1.34, and 1.36, which are denoted from Fig. 5(a) to (i), respectively.
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Fig. 5. Typical surface morphologies of silver thin films with a substrate temperature, 25 ◦C: (a) (b), 100 ◦C: (c) (d), 200 ◦C: (e), 300 ◦C: (f) (g), and 400 ◦C: (h) (i).
The 𝑆𝑞 and 𝐻RSE increased with the temperature increase. Fig. 5
shows that the surface clusters of the film at the same measurement
scale gradually expand with the rise in substrate temperature. At room
temperature (25 ◦C), the number of clusters on the surface of the film
at 2.4 μm × 2.4 μm could not be directly measured, and the surface
morphology was complex and broken. However, at 400 ◦C, the number
of clusters on the surface of the film at this scale was countable with
only a few clusters, and the overall surface morphology was flat and
simple. In addition, new small clusters formed on the clusters at higher
temperature. Therefore, silver atoms were more likely to form larger
grains or clusters in the process of sputtering deposition with the rise
in substrate temperature. Meanwhile, the 𝑆𝑞 and 𝐻RSE of the thin films
were highly positive correlated.

The relationship of the 𝑆𝑞, 𝐻RSE, 𝐷c, and 𝐻c calculated by using the
AFM data for the silver thin films with 𝑇 ranging from 25 ◦C to 400
◦C is explored for investigating the influence of surface morphology
in magnetron sputtering, as shown in Fig. 6. A strong correlation is
observed among 𝑆𝑞, 𝐻RSE and 𝑇 . 𝑆𝑞 monotonically increased from
2.08 nm to 41.12 nm when 𝐻RSE increased fro 0.79 to 1.32 with 𝑇
increasing from 25 ◦C to 400 ◦C. 𝑆𝑞 increased with the increase in
the substrate temperature. However, the 𝐷c and 𝐻c calculated by PSD
had no obvious changes. As previously mentioned, the higher the base
temperature was, the larger the grains formed by the silver atoms in
the deposition process would be, and even clusters would be formed at
the end. The larger grain size would cause the surface of the silver film
to be more undulated and show a larger global roughness. The grain
size could be reflected by 𝐻RSE. The results also implied that a strong
positive correlation between 𝑆𝑞 and 𝐻RSE, which was consistent with
previous studies on the fractal analysis of various surfaces.

From the above, the 𝐻RSE was an effective measuring index of
surface complexity and could characterize the change of surface mor-
phology. 𝑆𝑞 increased with the increase in the substrate temperature,
while the grain size of the silver thin films increased. Meanwhile, the
number of grains in the same sample within the same measurement
scale decreased. Accordingly, the complexity and density of silver thin
films also decreased. 𝐻RSE, as a variable to measure the complexity and
fragmentation of surface morphology, would also increase, as shown in
Fig. 3(b) (from right to left). The artificial signals and surfaces gener-
ated by the W–M function of larger intervals in comparison with other
methods were studied to further investigate the unique characteristic
(from non-fractal to fractal) of 𝐻 .
6

RSE
3.3. Artificial signals and surfaces

Fig. 7(a) demonstrates that the 𝐻RSE could match with 𝐷i within
a large scope (RSE-f1 matched from 0 to 2, RSE-f2 matched from 0
to 3 and RSE-f3 matched from 0 to 4), except for the RSE-f0 method,
by using the 𝐷𝑖 values ranging from −2.5 to 2. However, the Higuchi
method was effective only in the fractal region (from 1 to 2), and the
accuracy was lower than that of the RSE method. Two other methods,
BC and Katz, had the lowest accuracy in the fractal region, as shown in
Fig. 7(b). Almost all the other methods could not reflect the variation of
the signal’s complexity in the non-fractal region (𝐷i below one). Such a
phenomenon was also an implication that the 𝐷 of a non-fractal signal
was theoretically one [33]. Therefore, the RSE method was suitable
in characterizing the continuous variations of the signal’s complexity
across the fractal and non-fractal regions, while the other methods were
not.

The RSE method has a better continuity than the other methods
in the fractal region (𝐷i ranges from 1 to 2) and non-fractal region
(𝐷i less than one) in terms of signals, as shown in Fig. 7. The afore-
mentioned method could restore the true input value (𝐻RSE matched
with 𝐷i, 𝐻RSE = 2 − 𝐷i) at a certain extent. All calculation methods
had saturability, and the other methods were less saturated. However,
the saturability of the RSE method was gradually increased with the
increasing of the order of flattening. The generated signal is essentially
a discretization of a function (Eq. (1)) that is continuous everywhere.
Accordingly, 𝐻RSE should be larger than zero and all 𝐻RSE should
saturate at zero. Therefore, the RSE method had a better saturability.
The 𝐻RSE calculated by RSE-f2 based on signals was used in the pre-
vious calculation of the vibration signals, together with the accuracy,
continuity, and saturability.

The artificial surfaces are also evaluated by using the RSE (flattening
and planarization) and the other methods (PSD, SF and ACF), as shown
in Fig. 8. Fig. 8(a) shows that the 𝐻RSE could match with 𝐷i within a
large scope (the RSE-f1 matched from 0 to 2, the RSE-f2 matched from
0 to 3, and the RSE-f3 matched from 0 to 4), except for the RSE-f0
method, by using 𝐷i values ranging form −1.5 to 3. The results of the
RSE method based on the planarization is the same as flattening, as
shown in Fig. 8(b). However, the SF method is effective only in the
fractal region (𝐷i ranges from 2 to 3), where its accuracy is lower than
that of the RSE method. Two other methods, PSD and ACF, have the
lowest accuracy in the fractal region, as shown in Fig. 8(c). Almost all
the other methods could not reflect the variation of signal complexity

in the non-fractal region (𝐷i below two). Such a phenomenon was also
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Fig. 6. For the silver thin films deposited with substrate temperature ranging from 25 ◦C to 400 ◦C, (a) 𝑆𝑞 and 𝐻RSE calculated with RSE-p2 method, (b) 𝐷c and 𝐻c calculated
ith PSD method. For each data-point, the total number of measurements was five.
Fig. 7. Comparison of (a) the 𝐻RSE of RSE-f0, RSE-f1, RSE-f2, and RSE-f3 methods, (b) the 𝐷c of BC, Higuchi, and Katz methods generated through W–M function with 𝐷i ranging
from −2.5 to 2 generated by Eq. (1).
Fig. 8. Comparison of (a) the 𝐻RSE of RSE-f0, RSE-f1, RSE-f2, and RSE-f3 methods, (a) the 𝐻RSE of RSE-p0, RSE-p1, RSE-p2, and RSE-p3 methods, (c) the 𝐷c of PSD, SF, and
ACF methods for the surfaces generated through W–M function with 𝐷i ranging from −1.5 to 3 generated by Eq. (2).
an implication that 𝐷 of a non-fractal surface was theoretically two.
Therefore, the RSE method (flattening and planarization) was suitable
in characterizing the continuous variations of the surface complexity
across fractal and non-fractal regions, whereas the other methods were
not.

In terms of surfaces, the results from Fig. 8 show that the RSE
method has a better accuracy, continuity, and saturability than the
other methods in the fractal region (2 < 𝐷i < 3) and non-fractal
egion (𝐷i < 2). The RSE method could restore the true input value
7

t a certain extent. All calculation methods had saturability, while
the other methods were less saturated. The saturability of the RSE
method gradually increased with the increase of the flattening order.
The artificial surface is essentially a discretization of a function (Eq. (2))
that is continuous everywhere. Therefore, 𝐻RSE should be larger than
zero, and all 𝐻RSE should saturate at zero. Based on the above, the
RSE method had a better saturability. The 𝐻RSE calculated by RSE-
p2 based on surfaces was used in the previous calculation of the thin
films, together with the accuracy, continuity, and saturability of the

calculation results.
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3.4. Discussion

This study aims to quantify the complexity of the signals and
surfaces by using the RSE method. A continuous variation of the di-
mensional value calculated with the RSE method (𝐻RSE) was observed
across the fractal and non-fractal signals and surfaces based on the
roughness scaling characteristics, while the other methods were not.
The evidence from the actual (milling vibration signals and silver thin
films) and artificial (generated through the W–M function) signals and
surfaces showed that the 𝐻RSE could effectively quantify the complexity
f the signals and surfaces, such as chatter recognition and surface
orphology measurement, indicating that the RSE method could po-

entially aid in the better understandings of the nonlinear behaviors
nd could be applied in various research fields. Therefore, 𝐻RSE could

be used as an indicator for complexity on the fractal and non-fractal
features.

Vibration signals are regarded as the main assessment basis for
chatter recognition, and 𝐷 is commonly used to measure the signals.
Previous studies mainly used 𝐷 as an auxiliary judgement [18,67],
the main drawback was that the results of the 𝐷 calculation were
slightly different in the chatter and stable states, e.g. the calculated
𝐷 variation for different processing stages could be even less than 0.5,
which was not convenient for practical application. According to the in-
vestigation of the roughness scaling characteristics, the optimized RSE
algorithm could greatly improve the recognition accuracy. The 𝐻RSE
under different states widely varied and could accurately determine the
corresponding machining processing state, and the actual application
is convenient, as shown in Fig. 4. In addition, the 𝐻RSE calculated
by the RSE method could quantitatively express different processing
states, and specific calculated values correspond to certain processes,
which is a key application in the future and needs further investigation.
Meanwhile, the Higuchi method also had an excellent performance
in recognizing chatter, which also requires further investigation in
the future. Recently, it has been reported that the use of multifractal
analysis to study chatter can also achieve good results, which can
accurately compare and identify vibration signals in different states
and have a large degree of discrimination [68,69]. Thus a comparative
study on the functionality of both 𝐻RSE and multifractal analysis will
be carried out in the successive study.

The technique of depositing silver materials on the silicon substrates
to form thin films with special properties has been used. The deposition
is always accompanied by a variety of complex physical and chemi-
cal processes under non-equilibrium conditions. In the process, silver
atoms are continuously deposited on the silicon substrates, forming
clusters and multi-scale self-similar structures, which can be measured
by the fractal process. As shown in Fig. 5, the surface morphologies of
silver films at different temperatures were significantly different, which
could be illustrated by 𝑆𝑞. The 𝐻RSE values could efficiently measure
the change in surface topography, revealing the influence of substrate
temperature in silver thin film deposition via magnetron sputtering.
Thus the 𝐻RSE curve meets the positive correlation with the 𝑆𝑞 one,
as shown in Fig. 6(a). However, the results calculated by PSD method
is not satisfactory as shown in Fig. 6(b), unlike the previous studies
on fractal studies [2,23,41]. Such a difference might be attributed to
the variation across fractal and non-fractal within the research scope
of this study. Besides, due to the difference in definitions of the power
law relationship, 𝐷c and 𝐻c exhibit a linear relationship: 𝐷c = 4.5−𝐻c.
More signals and engineering surfaces need to be studied in the future
to further illustrate the unique complexity measurement function of
𝐻RSE in the signal analysis and surface topography.

The concepts of roughness scaling characteristics, including continu-
ity and saturability, to expand the application range were proposed by
optimizing the RSE method and investigating the W–M function. In this
study, the 𝐷c calculated by each method have their own connotation,
and they could be either fractal or non-fractal, indicating the complex-
8

ity of the corresponding objects (signals and surfaces). The RSE method
has the advantages of higher computational accuracy, better continuity
and larger saturability according to a series of artificial signals and
surfaces generated by the W–M function, as shown in Figs. 7 and 8.
The flattening orders are the only variation in the RSE method. In
previous studies [34,43], the processing order was used because the
measured sample might be inclined or curved. Accordingly, the first-
order or second-order polynomial was needed for processing. However,
the higher flattening order could not only enhance the smoothness of
the original data but also reduce the low frequency information of the
original data. Therefore, higher-order polynomial processing, such as
three, was also adopted.

The higher the order of flattening, the larger the range of calculation
for signals. Under the same processing method, the higher the order,
the larger the calculation range for surfaces. In this study, the highest
order was only given to three. Although the calculation range might be
increased by using a higher flattening order, which could be inferred
based on the results of Figs. 7 and 8, the essence of processing is to
utilize curves or surfaces of a specific order to fit the original data. The
fitted data are subtracted out of the original data to obtain the pro-
cessed data. A discrete curve consisting of 𝑛 points, 𝑛 − 1 polynomials,
can completely fit the curve. Accordingly, the 𝑛−1 degree polynomials
can completely fit signals or surfaces composed of 𝑛 points. Specifically,
the processed data would be meaningless (all zeros) depending on the
size of the original data when the processing order of the RSE method
is large enough. Based on the above, the computation range of the
RSE method only increases with the increase in the processing order
to a certain extent. Although the larger processing order could help in
extending the range of the 𝐻RSE, the computational time would greatly
increase, which is detrimental to the application. Meanwhile, the ap-
proaches of signal filtering and fitting by using sinusoidal instead of
polynomials were also attempted for flattening. However, the results of
such approaches were worse than the flattening by using polynomials.
Thus, the mechanisms of information reduction would be studied in our
future research to further analyze the RSE method.

Based on the above findings of this study, 𝐻RSE could be regarded
as an indicator for complexity because it could represent fractal and
non-fractal regions and could provide the corresponding meanings in
practical application, which allows it to be applied to more signals, such
as electroencephalograph (EEG) signals, as well as more surfaces, such
as machined surfaces. The artificial neural network (ANN) [70] and
multifractal analysis [68,69,71] would be applied to rapidly obtain the
dimension in our future work for practical approaching in engineer-
ing applications based on the feasibility demonstration of complexity
quantification by using the 𝐻RSE.

4. Conclusion

In this study, the indicator for complexity of roughness scaling
characteristics was found to be ubiquitous in the fractal and non-
fractal regions of signals and surfaces. A continuous variation of the
scaling characteristics was observed across the fractal and non-fractal
signals and surfaces, which could be characterized by using 𝐻RSE
values obtained with the RSE method. 𝐻RSE could effectively recognize
chatter for milling vibration signals and characterize the change of
surface morphology, thus the application of 𝐻RSE could be helpful
and promising in various fields including surface science and manu-
facturing technology. Meanwhile, the other fractal methods could not
reflect the complexity of the non-fractal signals and surfaces. The RSE
method has the potential to aid in the better understanding of nonlinear
characteristics in a variety of research fields. The conclusions reached
are as follows: The continuous variation of roughness scaling charac-
teristics was found in actual milling vibration signals and silver thin
film surfaces, indicating that such a phenomenon and the indicator for
complexity might extensively exist. Therefore, the 𝐻RSE could be called
the indicator for complexity for its ability on indicating complexity.

𝐻RSE could effectively recognize chatter for milling vibration signals.
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The 𝐻RSE was larger than 1, from 0.5 to 1, and less than 0.5, in
the idling, stable milling, and chatter milling processes, respectively.
𝐻RSE = 0.5 was the boundary between the stable and the chatter states.

RSE was an indicator for surface complexity and could characterize
he change of surface morphology. 𝑆𝑞 monotonically increased from
2.08 nm to 41.12 nm while 𝐻RSE increased from 0.79 to 1.32 with 𝑇
increasing from 25 ◦C to 400 ◦C, indicating a strong positive correlation
between 𝑆𝑞 and 𝐻RSE. The saturability of the signals and surfaces were
obtained under different processing orders by quantifying the W–M
function. In brief, zero and processing order plus one are the lower and
upper limits of saturability, respectively.

CRediT authorship contribution statement

Zhiwei Li: Methodology, Software, Writing – original draft. Jian-
jian Wang: Investigation, Writing – review & editing, Supervision.
Meng Yuan: Validation, Resources, Data curation. Zhongyu Wang:
Data curation, Writing – review & editing. Pingfa Feng: Writing – re-
view & editing, Project administration. Feng Feng: Conceptualization,
Methodology, Writing – review & editing.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Data availability

Data will be made available on request.

Acknowledgments

This study was supported by National Natural Science Foundation of
China under Grant No. 51875311, Guangdong Basic and Applied Basic
Research Foundation under Grant No. 2020A1515011199, and Shen-
zhen Foundational Research Project under Grant No.
WDZC20200817152115001. The authors would like to thank Yousheng
Xia for his efforts to propose the scaling region algorithm and Junlong
Huang for his efforts in the silver thin films deposition.

Appendix. Methods and samples

A.1. Calculation methods

A.1.1. Methods for signals
BC method:
BC method is one of the most widely used calculation method. The

minimum number of boxes with a length of 𝐿 covering the whole signal
is 𝑁 . When 𝐿 approaches 0, there is a relationship depending on 𝐷:

𝑁 ∝ 𝐿−𝐷 (A.1)

ln𝑁 ∝ −𝐷 ln𝐿 (A.2)

Fitted in double logarithmic coordinates, 𝐷 is the opposite slope of
the curve.

Higuchi method:
Higuchi method has the better calculation accuracy. It is a calcula-

tion method based on the length measurement of signal 𝐿(𝑘). Taking 𝑘
sampling points as the unit, 𝐷 satisfies:

𝐿(𝑘) ∝ 𝑘−𝐷 (A.3)

For signal 𝑋 = 𝑥(1), 𝑥(2), 𝑥(3),… , 𝑥(𝑁), 𝑘 = 𝑘𝑚𝑖𝑛,… , 𝑘𝑚𝑎𝑥, rebuild 𝑘
new time series: 𝑋𝑚

𝑘 = 𝑥(𝑚), 𝑥(𝑚 + 𝑘), 𝑥(𝑚 + 2𝑘),… , 𝑥(𝑚 + ⌊

𝑁−𝑚
𝑘 ⌋ ⋅ 𝑘),

𝑚 = 1, 2, 3,… , 𝑘, among them: 𝑚 is the initial point, 𝑘 is the interval,
9
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⌊ ⌋ denotes the Gauss’ notation and both 𝑚 and 𝑘 are integers. For
𝑘 reconstructed new sequences, calculate the length of each sequence
𝐿𝑚(𝑘):

𝐿𝑚(𝑘) =
1
𝑘

(

⌊(𝑁−𝑚)∕𝑘⌋
∑

𝑖=1
∣ 𝑥(𝑚 + 𝑖𝑘) − 𝑥[𝑚 + (𝑖 − 1)𝑘] ∣

)

𝑁 − 1
⌊(𝑁 − 𝑚)∕𝑘⌋𝑘

(A.4)

𝑁 is the total number of signal, and 𝑁−1
⌊(𝑁−𝑚)∕𝑘⌋𝑘 is the normalization

orrection factor. Take the average length of 𝑘 sequences with the same
nterval as the signal length 𝐿(𝑘) corresponding to interval 𝑘, namely:

𝐿(𝑘) = 1
𝑘

𝑘
∑

𝑚=1
𝐿𝑚(𝑘) (A.5)

ln𝐿(𝑘) ∝ −𝐷 ln 𝑘 (A.6)

Given that each signal series 𝑋(𝑘) and the corresponding series
length 𝐿(𝑘), fitted in the double logarithmic coordinates, 𝐷 is the
pposite slope of the curve.

Katz method:
Katz method is another important method. Assuming that the signal

s made up of a series of data points (𝑥𝑖, 𝑦𝑖), 𝑖 = 1, 2, 3,… , 𝑁 , then the
imension of Katz method is defined as follows:

= 𝑚𝑎𝑥
(
√

(𝑥𝑖 − 𝑥1)2 + (𝑦𝑖 − 𝑦1)2
)

(A.7)

=
𝑁−1
∑

𝑖=1

(

√

(𝑥𝑖+1 − 𝑥𝑖)2 + (𝑦𝑖+1 − 𝑦𝑖)2
)

(A.8)

=
log(𝑛)

log(𝑛) + log( 𝑑𝐿 )
(A.9)

𝑛 refers to the number of intervals between adjacent points (𝑛 =
𝑁 − 1), and 𝑟 refers to the diameter range (i.e., the maximum distance
from the first point of the signal to any other point) maximum plane of
the signal, 𝐿 refers to the length of the signal.

RSE method:
RSE method has the best calculation accuracy. The roughness 𝑅𝑞

and the data point length 𝐿 satisfy:

𝑅𝑞 = 𝐴𝐿𝐻 = 𝐴𝐿2−𝐷 (A.10)

Among this, 𝐴: 𝑅𝑞 value when 𝐿 = 1; 𝐻 : Hurst exponent (0 < 𝐻 <
1, in the fractal region); 𝐷: fractal dimension (𝐷 = 2−𝐻). The 𝑅𝑞 and
𝐿 of the fractal curve satisfy the above equation, and 𝐷 can be obtained
by fitting a straight line to them in the double logarithmic coordinate
system:

ln𝑅𝑞 = 𝐻 ln𝐿 + ln𝐴 = (2 −𝐷) ln𝐿 + ln𝐴 (A.11)

A.1.2. Methods for surfaces
PSD method:
PSD method is based on the assumption that fractal surface mor-

phology is superimposed by the infinite frequency mode. If 𝑦(𝑥) is the
height sequence representing one of the surface signals, its Fourier
transform and power spectrum in the range of length 𝐿 are:

𝑧(𝜔) = ∫

𝑙

0
𝑦(𝑥)𝑒−𝑗𝜔𝑥 𝑑𝑥 (A.12)

𝑃 (𝜔) =
|𝑧(𝜔)|2

𝑙
(A.13)

The relationship of power spectrum density 𝑆(𝜔) and the corre-
sponding frequency 𝜔 depends on 𝐷:

𝑆(𝜔) ∝ 𝜔−(5−2𝐷) (A.14)

Given that each 𝑆(𝜔) and the corresponding frequency 𝜔, fitted in
he double logarithmic coordinates, 𝐾 is the of the slope of the curve,
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Fig. A.1. Experiment setup: (a) schematic diagram (b) photo of the experiment setup.
thus 𝐷 = (5 + 𝐾)∕2,−3 < 𝐾 < −1. Calculating all dimensions of the
signals to get mean value 𝐷, the dimension of the surface is 𝐷𝑝 = 𝐷+1.

PSD method (Jacobs):
For Hurst component (𝐻), to analyze the AFM images, the one-

dimensional PSD was obtained for different scan lines and the average
PSD was estimated by Jacobs:

PSD1d(𝑞𝑥) = 𝐿−1
𝑥

[

∫𝐿𝑥

ℎ(𝑥, 𝑦)𝑒−𝑖𝑞𝑥𝑥𝑑𝑥
]2

(A.15)

where 𝐿𝑥 is the image pixels number per line, ℎ(𝑥, 𝑦) represent the
height values and 𝑞𝑥 is the wave vector linked to 𝑥 value of the height
distribution. The PSD versus 𝑞 curve, for self-affine surfaces, obeys a
power law of the type:

PSD = 𝐶0𝑞
−2−2𝐻𝑐 (A.16)

where 𝐻𝑐 is defined as the image Hurst coefficient and 𝐶0 is an
arbitrary constant. The 𝐻𝑐 is estimated by using the relation of the
follow equation, where 𝛽 is linearized curve declivity absolute value:

𝐻𝑐 =
𝛽 − 2
2

(A.17)

SF method:
SF method is based on the structure function 𝑆(𝜏), one signal in a

surface, 𝑦(𝑥) refers to the height of the signal, the relationship of 𝑆(𝜏)
and the corresponding 𝜏 depends on 𝐷:

𝑆(𝜏) =

⟨

[

𝑦(𝑥 + 𝜏) − 𝑦(𝑥)
]2
⟩

= ∫

+∞

−∞
𝑆(𝜔)(𝑒𝑗𝜔𝜏 −1) 𝑑𝜔 = 𝐶𝜏4−2𝐷 (A.18)

Given that each 𝑆(𝜏) and the corresponding 𝜏, fitted in the double
logarithmic coordinates, 𝐾 is the of the slope of the curve, thus 𝐷 =
(4 −𝐾)∕2, 0 < 𝐾 < 2, which is the dimension of this signal. Calculating
all dimensions of the signals to get mean value 𝐷, the dimension of the
surface is 𝐷𝑠 = 𝐷 + 1.

ACF method:
ACF method is based on the autocorrelation function 𝑅(𝜏), 𝑦(𝑥)

refers to the hight of the signal, therefore:

𝑅(𝜏) = ⟨𝑦(𝑥)𝑦(𝑥 + 𝜏)⟩ (A.19)

The relationship between the structure function 𝑆(𝜏) and the auto-
correlation function 𝑅(𝜏) is:

𝑆(𝜏) = 2 [𝑅(0) − 𝑅(𝜏)] (A.20)

Thus its result is generally similar to the SF method.
RSE method:
10
Table A.1
Milling parameters.

State Spindle speed (rpm) Cutting depth (mm) Feed rate (mm/min)

Stable 8000 15 1000
Chatter 6000 10 1000

RSE method used in surfaces is a little different from signals, the
relevant calculation equations changed to:

𝑆𝑞 = 𝐴𝐿𝐻 = 𝐴𝐿3−𝐷 (A.21)

ln𝑆𝑞 = 𝐻 ln𝐿 + ln𝐴 = (3 −𝐷) ln𝐿 + ln𝐴 (A.22)

A.2. Actual signals and surfaces

A.2.1. Milling vibration signals
Milling experiments were performed to obtain the vibration signals.

The experiment setup is shown in Fig. A.1, a 5-axis numerical control
machine tool (OUMA, DU810) was utilized, an accelerometer (ADI,
ADXL345) was attached to the spindle to monitor the vibration and
the signals were recorded with a data acquisition system (SIEMENS,
LMSSCADASIII). An end milling tool with three blades (SWT, 𝛷10 ×
30 mm) was used to mill the top surface of the workpiece (Al 7075,
120 × 120 × 10 mm).

During the experiments, the spindle rotated counterclockwise and
the milling coordinate system is shown in Fig. A.1. The spindle moved
in the 𝑋-axis direction at a uniform speed, and the vibration signal
in the same direction was obtained. The pre-processing of vibration
signals was the same as other signals used in our previous study.
Plenty of the milling experiments under different cutting conditions
were performed, two representative groups of signals were chosen to
be investigated including stable vibration signals and chatter vibration
signals, the cutting conditions are shown in Table A.1. The sampling
frequency was 12 800 Hz for all experiments.

A.2.2. Thin films
The thin films were deposited on Si single crystal substrate by using

a magnetron sputtering equipment. 𝐷 was applied in many studies on
thin films fabricated with physical vapor deposition methods including
magnetron sputtering. The preparation process of the films was as fol-
low: a silver target (diameter of 100 mm, thickness of 25 mm and purity
of 99.99%) was selected to provide ions, P-type B-doped single crystal
silicon (lattice orientation: ⟨100⟩, size: 15×15×0.5 mm, 𝑅𝑞: 1−10 nm) was
the substrate. Within the environment (the initial vacuum pressure was
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9 × 10−3 Pa, argon (Ar) was continuously injected to keep the pressure
of 1.5 Pa, the sputtering power was 100 W) for 12 min, the substrate
was sputtered. By adjusting the substrate temperature from 25–400
◦C, a series of silver films with different surface morphologies were
prepared, and atomic force microscopy (AFM, Bruker Dimension Icon,
tapping mode) was employed to measure the morphological images,
the sampling range was 2400 × 2400 nm. The typical images of silver
thin film surfaces deposited via magnetron sputtering are shown in
Figs. 3(b) and 5.
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